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Have you ever taken an airplane without earphones and tried to watch
the television without sound? In this project, you will create a computer
vision system to recover sounds from silent video.

There are a couple of ways you could do this. Since most videos have
sound, you can train a neural network to generate waveforms from pixels
[5, 4]. To make the sounds realistic, you will probably need to use a generative
adversarial network [3] so that sounds are on the natural manifold. The
datasets in [5, 4] are probably good places to start, but you can always
collect more complex videos.

You could also learn to embed sounds and video into a common space,
and then just retrieve the nearest sounds [2]. With an embedding, you won’t
need to learn natural sound priors.

Finally, you could also go the other way. Given a sound, can you generate
the video? Our previous work might get you started [1], but there is still much
to do.
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