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Project Proposals and
Homework 3

e How’s it going?

e Questions?



Quick Experiment

e Get pen and paper

 Draw a coffee cup






Two Extremes of Vision

Extrapolation problem Interpolation problem
Generalization Correspondence
Diagnostic features Finding the differences
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Slide credit: Aude Oliva



Tiny Images

80 million tiny images: a large dataset for non-
parametric object and scene recognition

Antonio Torralba, Rob Fergus and William T. Freeman. PAMI 2008.
http://groups.csail.mit.edu/vision/Tinylmages/
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Given a benchmark, resolution and human scene
recognition accuracy increase to a limit
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Humans vs. Computers: Car Classification

Various computer vision algorithms
Humans for 32 pixel tall images for full resolution images

IR

True positive rate

0655002 ~ 006 0.1 0.18
False positive rate

Example
test images

Torralba et al.



Powers of 10

Number of images on my hard drive:

Number of images seen during my first 10 years:
(3 images/second * 60 * 60 * 16 * 365 * 10 = 630,720,000)

Number of images seen by all humanity:

106,456,367,669 humans! * 60 years * 3 images/second * 60 * 60 * 16 * 365 =
1 from http://www.prb.org/Articles/2002/HowManyPeopleHaveEverLivedonEarth.aspx

Number of photons in the universe:

Number of all 32x32 images:
256 32*%32*3 ~ 107373
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But not all scenes are so original
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Of

lmages

A. Torralba, R. Fergus, W.T.Freeman. PAMI 2008
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Application: Automatic Colorization

Color Transfer

Matches (gray) Matches (w/ color) Avg ‘Color of Match



Application: Automatic Colorization
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Person Recognition
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Exploring the Limits of

Weakly Supervised Pretraining
Laurens van der Maaten ECCV 2018
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https;//arxiv.org/pdf/1805.00932.pdf



. \ | Research question

Can we use large amounts of weakly
supervised images for pretraining?

Highlights
. We pretrain models by predicting relevant hashtags for images
. We pretrain models to predict 17.5K hashtags for 3.5B images

. After finetuning, we beat the state-of-the-art on, e.g., ImageNet

facebook
Artificial Intelligence Research



Hashtag
Supervision

. Itis easy to get billions of public images and
hashtags

. Hashtags are more structured than captions

. Hashtags were often assigned to make images
“searchable”

facebook
Artificial Intelligence Research

#tcheesecake #birthday

77



Hashtag
Supervision

But hashtags are not perfect supervision

. Some hashtags are not visually relevant

. Other hashtags are not in the photo

. And there are many false negatives

#cat #travel #thailand #family

facebook
Artificial Intelligence Research



3,500,000

Experiments

. Select a set of hashtags

. Download all public Instagram images that has
at least one of these hashtags

. Use WordNet synsets to merge hashtags into
canonical form (merge #brownbear and

#ursusarctos)

. The final list has 17,517 hashtags

facebook
Artificial Intelligence Research
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Experiments

. Select a set of hashtags

. Download all public Instagram images that has
at least one of these hashtags

. Use WordNet synsets to merge hashtags into
canonical form (merge #brownbear and

#ursusarctos)

. Final dataset has ~3.5 billion images

facebook
Artificial Intelligence Research
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Experiments

. Select a set of hashtags

. Download all public Instagram images that has
at least one of these hashtags

. Use WordNet synsets to merge hashtags into
canonical form (merge #brownbear and

#ursusarctos)

. Final dataset has ~3.5 billion images

facebook
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Experiments

. Train ResNeXt-32xCd convolutional networks
. Use c-of-K vector to represent multiple labels

. Train to minimize multi-class logistic loss

Distribute training batches across 336 GPUs

Scale learning rate by batch size (N=8,064) after
learning rate “warm-up” (Goyal et al., 2017)

facebook
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Fix Model;
Vary Data

. Pretrain model on
ImageNet or Instagram

. Finetune on ImageNet

facebook
Artificial Intelligence Research
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Fix Model;
Vary Data

. Pretrain model on
ImageNet or Instagram

. Finetune on ImageNet

"standard" ImageNet
training

facebook
Artificial Intelligence Research
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Fix Model;
Vary Data

. Pretrain model on
ImageNet or Instagram

. Finetune on ImageNet

pre-training on 1B
Instagram images,
selected to match
ImageNet classes

facebook
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Fix Model;
Vary Data

. Pretrain model on
ImageNet or Instagram

. Finetune on ImageNet

pretraining on 1-3.5B
Instagram images,
without selection

facebook
Artificial Intelligence Research
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Fix Model;
Vary Data

. Pretrain model on
ImageNet or Instagram

. Finetune on ImageNet

. Similar results on larger
versions of ImageNet

facebook
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Two Extremes of Vision

Extrapolation problem Interpolation problem
Generalization Correspondence
Diagnostic features Finding the differences

e
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Slide credit: Aude Oliva



Exemplar-SVMs

Exemplar-SVM 1 Exemplar-SVM 2 Exemplar-SVM N

® |earn a separate linear SVM for each instance
(exemplar) in the dataset (PASCALVOC)

® Fach Exemplar-SVM is trained with a single positive
Instance

® FEach Exemplar-SVM is more defined by “what it is
not” vs.“what it is similar to”



Large-scale training

Exemplar-SVM 1 Exemplar-SVM 2 Exemplar-SVM N

Each exemplar performs its

own hard negative mining I N AS ” _,

Solve many convex learning |
problems

1

Parallel training on cluster
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What’s this?




?




Entry-level categories
(Jolicoeur, Gluck, Kosslyn 1984)

 Typical member of a basic-level category
are categorized at the expected level

» Atypical members tend to be classified at
a subordinate level.




Classical Categorization

e Group objects by common properties

e \What are birds”?
e animals, has wings, has feathers, can fly, chirps




Prototype Theory

Rosch and Lakoff

Accordingto the prototype
view, an object will be classified
as an instance of a category if it
is sufficiently similar to the

prototype. @
Evidence for Prototype: ATHL -\ | e /'/* S
Typicality ratings: how good are $ W /~ 2 e

robins as an example of birds g%r’\ $ (-

/ L
Production order of exemplars: <7 /

Store just the
prototype.

Name all the kinds of bird you :
can think of By
Time to verify categorical o |

Figure 7.3. Schematic of the prototype model. Although many exemplars are seen

StatementSZ TrU e or fa |Se: d only the pz‘dtotnm is stored. The prototyﬁe is z,zpaduted c:(,)z'mnuaHy to
. . . incorporate more experience with new exemplars.
robinis a bird




Canonical Perspective

The “best,” most easily identified view of an object.
(Palmer, Rosch & Chase, 1981)

Slide by Palmer



Dyirbal Indigenous People

George Lakoff

Women,
Fire, and

Dangerous
Things

What Categories Reveal
about the Mind




The perception of function
* Direct perception (affordances): Gibson

Flat surface
Horizontal J| Sittable
Knee-high upon

» Mediated perception (Categorization)

Flat surface .
Horizontal |, Chair Sittable
Knee-high upon




Direct perception

Some aspects of an object function can be
perceived directly

* Functional form: Some forms clearly
indicate to a function (“sittable-upon”,
container, cutting device, ...)

Sittable-upon gjttaple-upon It does not seem easy
to sit-upon this...

Sittable-upon



Direct perception

Some aspects of an object function can be
perceived directly

* Observer relativity: Function is observer
dependent




Limitations of Direct Perception

Objects of similar structure might have very different functions

- GO l
81y § - . 2
- 1 ' :
] |
o
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-

Figure 9.1.2 Objects with similar structure but different func-
tions. Mailboxes afford letter mailing, whereas t1~3\sl1 cans do no.(“
even though they have many similar physiml features, suT‘h.(:::
size. location, and presence of an opening large enough to ins

letters and medium-sized packages.

Not all functions seem to be available from direct visual information only.

The functions are the same at some level of description: we can put things
Inside in both and somebody will come later to empty them. However, we

are not expected to put inside the same kinds of things...



Segmentation:
Where really are the people?




Semantic segmentation using
convolutional networks

Slide credit: Bharath Hariharan



Semantic segmentation using
convolutional networks

w/4

Slide credit: Bharath Hariharan



Semantic segmentation using
convolutional networks

w/4

Slide credit: Bharath Hariharan



Semantic segmentation using
convolutional networks

Slide credit: Bharath Hariharan



Semantic segmentation using
convolutional networks

Convolve with |
#classes 1x1 filters
w/4

#classes .

Slide credit: Bharath Hariharan



Semantic segmentation using
convolutional networks

bicycle

Slide credit: Bharath Hariharan



Solution 1: Image pyramids
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Learning Hierarchical Features for Scene Labeling. Clement Farabet, Camille Couprie,

Laurent Najman, Yann LeCun. In TPAMI, 2013.
Slide credit: Bharath Hariharan



Solution 2: Skip connections

Slide credit: Bharath Hariharan



Skip connections

Fully convolutional networks for semantic segmentation. Evan Shelhamer, Jon Long, Trevor
Darrell. In CVPR 2015 Slide credit: Bharath Hariharan



Skip connections

* Problem: early layers not semantic

g ¢ ¢ === Horse

Visualizations from : M. Zeiler and R. Fergus. Visualizing and Understanding Convolutional

Networks. In ECCV 2014. Slide credit: Bharath Hariharan



Solution 3: Dilation

* Need subsampling to allow convolutional layers to capture
large regions with small filters

» Can we do this without subsampling?

Slide credit: Bharath Hariharan



Solution 3: Dilation

* Need subsampling to allow convolutional layers to capture
large regions with small filters

« Can we do this without subsampling?

5

Slide credit: Bharath Hariharan



Solution 3: Dilation

* Need subsampling to allow convolutional layers to capture
large regions with small filters

« Can we do this without subsampling?

Slide credit: Bharath Hariharan



Solution 4: Conditional Random Fields

* |dea: take convolutional network prediction and sharpen
using classic techniques

 Conditional Random Field

y* — arg m}}n Z Edata(y(iaj)) + Z Esmooth(y(iaj)a y(ka l))
(4,4) (4,9),(k, ) eN

Esmootn(y(4,7),y(k, 1)) = Wy(i,7) # y(k,1)w(i, j, k1)

Slide credit: Bharath Hariharan



Fully Connected CRFs

* Typically, only adjacent pixels connected
* Fewer connections => Easier to optimize

* Dense connectivity: every pixel connected to
everything else

* Intractable to optimize except if pairwise
potential takes specific form

Emootn (y(,7), y(k, 1)) = L(y(i, §) # y(k,))w(i, j, k, )
w(i, j, k1) = Y wppe In @G = (DI

Efficient Inference in Fully Connected CRFs with Gaussian Edge Potentials. Philipp
Krahenbuhl, Vladlen Koltun. In NIPS, 2011. Slide credit: Bharath Hariharan



Al System

> bananas

/
What is the mustache |~
made of?

http://www.visualqga.org/challenge.html



., ey |

What color are her eyes? How many slices of pizza are there?
What is the mustache made of? Is this a vegetarian pizza?

Is this person expecting company? Does it appear to be rainy |
What is just under the tree? Does this person have 20/20 vision?

Fig. 1: Examples of free-form, open-ended questions collected for
images via Amazon Mechanical Turk. Note that commonsense
knowledge 1s needed along with a visual understanding of the scene

to answer many qUCStiOIlS.



Questions and answers collected with Amazon Mechanical Turk

bakery art supplies

Is something under yes no Can you park no no What kind of store is
: yes no no no : bakery grocery
the sink broken? yes o here? o yes this? pastry grocery
33 5 . white and orange red . no no
What m;mber do 33 6 l/r\{ha};t %olonrtl?s white and orange red %s ﬁhe qtlsplayl/dcgss as no yes
you sees 33 7 € hydrant: white and orange yellow ull as 1t could be: no yes

?CZ/M;;. /ui A\

Does this man have ;22 ;Z: Has the pizza been ;g: ;22 How many pickles i %
children? yes yes baked? yes yes are on the plate? 1 1
no no : . feta mozzarella . circle circle
: : What kind of cheese is What is the shape
Is this man crying? no yes A feta mozzarella round round
no yes topped on this pizza? ricotta mozzarella of the plate? round round

Fig. 2: Examples of questions (black), (a subset of the) answers given when looking at the image (green), and answers given when not
looking at the image (blue) for numerous representative examples of the dataset. See the appendix for more examples.



Architecture

Image

» Answer

Question




Words

« Need ways to compare words

Next to the 'sofa' is a desk, and a ’'person' Is sitfing behind it.

‘armchair’ 'man’
bench’ 'woman'
‘chair 'child’
'deck chair 'teenager’
‘offoman’ 'girl’

'seaf '‘boy'
'stool 'baby’
'swivel chair’ ‘daughter’

‘loveseat’ ‘son’



word2vec

| parked the in a nearby
street. It is a red with two
doors, ...

| parked the in @
nhearby street...

T. Mikolov, K. Chen, G. Corrado, J. Dean. Efficient Estimation of Word Representations in Vector
Space. arXiv:1301.3781, 2013



word2vec

| parked the in a nearby
street. It is a red with two
doors, ...

List of words in the

T. Mikolov, K. Chen, G. Corrado, J. Dean. Efficient Estimation of Word Representations in Vector
Space. arXiv:1301.3781, 2013



worga2vec

Qutput prob. That
each word is in the
context of the input
Welfe

Word
=‘car’

VVVVVVVVVVVVVVYV

Hidden layer  Soft-max classifier

Encoder Decoder

T. Mikolov, K. Chen, G. Corrado, J. Dean. Efficient Estimation of Word Representations in Vector
Space. arXiv:1301.3781, 2013



Algebraic operations with the vector
representation of words

X = Vector(“Paris”) — vector(“France”) + vector(“ltaly”)

Closest nearest neighbor to X is vector(“Rome”)



Architecture

Image

» Answer

Question




Architecture

4096 output units from last hidden layer 1024
(VGGNet, Normalized)

1024 1000 1000

) . Convolution Layer Fully-Connected MLP
Convolution Layer Pooling Layer  + Non-Linearity Pooling Layer

+ Non-Linearity

Fully-Connected

112”

2X2X512 LSTM

“How many horses are in this  image?”

1024

Poi.nt-.wis? Fully-Connected Softmax
multiplication

Fully-Connected

There are 1000 possible answers in this system.
Questions are unlimited.



What red objects in
front are almost
covered by snow?

meters
parking meters cars
parking meters  shoes

car

yes
Is it winter? yes
yes

no
yes
yes

. n n

Is this photo taken ng yec;

, o

in Antarctica’? no yes
overcast overcast

Overcast or sunny? overcast  overcast
overcast sunny

Does the car have a ;’:Z ﬁ: Is the woman on the back :g 28

, ; . e

license plate? yes  yes of the bicycle pedaling yes yes

Could the truck have a yg: ygz Why is the woman to gllcj)rérllysun ::z :2:2:29

camper? y y holding an umbrella? : 9
yes yes uncertain to stay dry

. . no no

Is the picture hanging

straight? yes yes
yes yes

How many cabinets are < 3

on the piece of < 3

furniture? 4 6

What type of trees pa:m asrll
are here? palm oa
palm pine
Is the skateboard ;g: ;‘:S
airborne? Ves  ves

Fig. 27: Random examples of questions (black), (a subset of the) answers given when looking at the image (green), and answers given when
not looking at the image (blue) for numerous representative examples of the real image dataset.



what is on the ground?




what is on the ground?

Predicted top-5 answers with confidence:
sand

surfboards

'.677%

water
l).sze%



what color is the umbrella?




what color is the umbrella?

Predicted top-5 answers with confidence:
yellow

white
&11%

black

').663%

blue

|>.541%

gray

P.362%



are we alone in the universe?




are we alone in the universe?

Predicted top-5 answers with confidence:
no

yes

people
0.001%

birds

0.000%

out
0.000%



what is the meaning of life?|




what is the meaning of life?|

Predicted top-5 answers with confidence:
beach

sand
| 8.537%

seagull

tower
.93%

rocks
.746%



what is the yellow thing?

Predicted top-5 answers with confidence:
frisbee

surfboard
7:319%

banana

surfboards
'252%



how many trains are in the picture?

Predicted top-5 answers with confidence:



IBOWIMG

Image feature

CNN I~ \'_cafeteria:o.m
yes:0.81
: :0.15
O| family no
are these people family? —» |©| are —*
5 people:0.02
O| these
Softmax
: Word feature
O| people

One-hot vector



IBOWIMG

Table 2: Performance comparison on test-standard.

Open-Ended Multiple-Choice
Overall yes/no number others Overall yes/no number others
LSTMIMG [2] 54.06 - - - - - - -
NMN+LSTM [1] 55.10 - - - - - - -
ACK [16] 55.98 79.05 36.10 40.61 : . - -
DPPnet [11]] 57.36 80.28 36.92 42.24 62.69 80.35 38.79 52.79
1IBOWIMG 55.89 76.76 34.98 42.62 61.97 76.86 37.30 54.60




Two Extremes of Vision

Extrapolation problem Interpolation problem
Generalization Correspondence
Diagnostic features Finding the differences

e
106 Number of
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Slide credit: Aude Oliva



